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Abstract

When single cycle frequency is em ployed, the existing spectral correlation-signal subspace fitting (SG-SSF) algorithms

usually contain two disadvantages: those single-cycle estimators cannot reach the best performance; it is inconvenient to be applied in prac-

tice since the right cycle frequency has to be selected. Based on the Jacobi-Anger expansion and the idea of focusing transform. a new ap-

proach expbiting multi cycle frequencies of cyclbstationary signal is discussed in this paper. Simulation results demonstrate the effectiveness

of the new method.

Keywords:

The existing direction-of-arrival (DOA) estima-
tion methods that exploit the cy clostationarity proper-
ty of the signal-of-interest (SOT), such as cyclic MU-
SIC (or cyclic ESPRIT) and SC-SSF (spectral corre-
lation-signal subspace fitting), should be more appro-
priately referred to as single-cycle estimators, since
only one cycle frequency is employed '™V . However,
for most cyclostationary signals encountered in radar,
sonar and communication systems, cycle frequencies

L9 Thus, the existing cyclic

are not always unique
DOA estimation methods have at least two disadvan-
tages: those single-cycle estimators cannot achieve the
best performance; it is inconvenient to be applied in
practice since the right cycle frequency has to be se-
lected. These disadvantages require that the cyclosta-
tionarity property of the SOI should be exactly known
beforehand. To solve these problems a new DOA es-
timation method exploiting multi-cycle frequencies is

proposed in this paper.
1 Method

It is assumed that there are totally C cycle fre-
quencies { i, i=1, -=-, C} about the SOI. The uni-
form linear array (ULA) consists of 2M—+ 1 sensors
with the middle one as a reference, and D is the sen-
sor separation. The array signal model is exactly the
same as that in Ref. [ 3], which can be rewritten as

R ()= ACw, O)R, (1),

cyclostationary signal direction of-arrival multi cycle frequencies, focusing transform.

i: 172, ) C, (1)
where x (£)=[ x1(t)y x2(¢)y -+, xom+1(¢)] is the
array output signal vectors sC#)=[s1(¢), 52(¢)s -+

sq4(t)] is the received signal vector Rii (7) and

a
R, (7) are the cyclic auto-correlation vectors of x and
s, respectively, A (a) is the direction matrix, and
O={0i, 02, -, Oi) is the direction vector arising

from d sources,
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Here, we assume that only d. sources are self corre-
lated at the cycle frequency o. The cyclic conjugate

a
auto-correlation function R, (t) of signal xi (¢) is

defined ad !
. R 7/2
R, (T) :limj x; (¢4 t/2)
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For each o;, a pseudodata matrix can be formed
R, © R (T) R: (LT

RL©) R (T Ry (LT

X(o) =

b

o o

R, (O R, (T, - Ry (LTy
1 2MH1 2M+1

2 M A

a
where t=0, Ts, -5 LTs; Tsis the sampling period,
and (L + 1) Ts is the data length. Pick SSF algo-
rithm, e.g. MUSIC or ESPRIT, to estimate the di-
rections of signals of interest (SOTs) based on this
pseudodata matrix X ( ;) or its sample covariance
matrix X(o) X" (a;). In Ref. [3], such algorithms
are called SC-SSF methods, e.g. SC-M USIC or SC-
ESPRIT. Now we consider how to estimate the
DO As of SOIs by exploiting the cyclostationary prop-
erty at multi-cy cle frequencies.

If there exists a matrix T (a;) which can change
the direction matrix 4 (o, ©) into 4 Cap. ©),
namely

T(a)A (o ©) = A, 0),
i=12 -4 G €y,
T(a;) is referred to as the focusing matrix. More-
over, it follows directly from Egs. (1) and (7) that
we can obtain

T(e)R' () = Aap OIR) (0,
i=12 -G 9

and

C C
DIT@)R (D) = Alag, @D R (1). 10
i=1 i=1

Let

C
Re(0) 2D, T(a)R (7), an
i= 1

i=

C
R,(D) LD R (0. 12)
i=1

it can be seen from Eq. (10) that
R ()= A (ap, ® R, (7). a3

Similarly, we can form a pseudodata matrix

R (0 R, (T) R: (LT
R, (0  R.(T) R (LT

- Ry (LT
2M+1
as
Pick SSF algorithm, e. g. MUSIC or ESPRIT, to

estimate the DOAs of SOIs based on this sample co-
variance, matrix XX . We shall call such algorithms

R, (@ R. (T
2M+1 2MH

MSC-SSF methods, e.g. MSC-M USIC or MSC-ES-
PRIT, where MSC stands for multi-cycle spectral
correlation. Now, the key problem is how to form
the focusing matrix T (ai).

Just like Ref. [ 7], modal analysis techniques
can be utilized to propose novel focusing matrix.

[7§

Through Jacobi-A nger expansion we can ob-

tain

jaxsin0 S
e =207 @n+ Dy (ax) Py (sin®)
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N
= 3" @n+ 1, (ax) Py (sin0)
n=0

+e(N), (15>
where ¢ (N ) is the truncated error, j, (°) is the
spherical Bessel function, and Pn(°) is the Legendre

jatar) = [Fgiios (e, (16)

/2 —
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Here, jn(°) is the first type of Bessel function, and

function;

[ °] denotes the rounding operation.

Fig. 1 shows that the truncated error e (N) in
Eq. (15) can be negligible when N= ax +4 holds.

Therefore, we can see from Eq. (5) that
N = max QraMD/c) +4 (18)

must be satisfied.
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Fig. 1. Truncated error e(N) versus N.

If the truncated error e (N) in Eq. (15) can be
negligible, the array steering vector can be approxi-
mately simplified as

Po (sin 0 )
a, (o, ek):J(Oti) ’ (19
Py (sin0y)
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w here

£ 0+ Djo— o * 2t MD/ ¢)
J (o) & :
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Substituting Egs. (5) and (19) into Eq. (3),

the array DOA matrix can be rewritten as

A (o, ©)= J(o)P(0), QD
w here
Po(sin0p) . Po(sineda)
P(0O)= . . Q2
Py (sin0;) . PN(sinedu)
Given that
T(a) 2T [J" (e ()] T (ap),
i: 17 ) C9 (23)

we can obtain
T(ou)A(a, ©)
= JCa)[J" Ca)J (a)] "I (a) A (o, O),
Q4)

Substituting Eq. (21) into Eq. (24), we can

obtain
T(a)A(au, ©)

= JCa)[J" () I ()] T (a) T () P(O)

= J(a) P(0) = A (a0, ©), 25)
Equations (8) and (25) reveal that T (a;) defined in
Eq. (23) is the focusing matrix, which can change
the direction matrix A4 (i, ©) into 4 (a0, ©),
where ag is the reference cycle frequency.

Thus we can conclude that by utilizing focusing
transformation, the source DOAs can be estimated by
exploiting the cyclostationary property at multiple cy-
cle frequencies. The algorithm procedure is as fol-
lows:

Step 1. Forsignal x;(°) received at the ith sen-
sor, and for each cycle frequency o (estimated or
known ), estimate the cyclic conjugate correlation

function R} (t), where 7=0. Ty =+ LTss i=1, 2,
4 2M-+1; and Ty is the sampling period.

Step 2: For each cycle frequency ;; form the
focusing matrix T(a;) from Egs. (20) and (23).

Step 3: Form the pseudodata matrix X from
Egs. (11) and (14).

Step-4:, Pick. the, SSF algorithm, e..g. MUSIC

Y@ N+ Djn(a 2t MD/ )
: 0
Y@ N+ Djy(e ° 2t MD/ ¢)

or ESPRIT, to estimate the DOAs of SOIs based on
the sampling covariance m atrix xx".

2 Statistical performance analysis

The spectrum function of the M USIC algorithm
1s given as

M —
Pausic= [aﬂ(ao, 0) D] edla (ap, 9)] l

i=K+1

21D (ag 0] (26)

where g€ { o, i=1, -, C} and
M
D(a, )= g" (e, 0) 2 eieia(ao, 0)
i=K+1
K
=1—a"(ay, 9)2 eiel,»{a(oto, 0.

=1

QD

It can be seen from Eqs. (11)—(13) that the

covariance matrix for the array signal model is

C
R= 2 T(a)E{R (D[R, (1" T" (ai),
=1

i

28)

and
E(R (O[R ()"
= ACa) Ry (o) A" (ap) + 62 (o) I, (29)
w here

Ry(a) = diag{ P, k=1, - K}. (30

Substictuting Eq. (29) into Eq. (28), we have
R :Z; T (o) A (o) Ry (a) A™ (a)
—IQ—GZVI(a,-)I] T" (a;)
i}[ T(a)A Ca)Rs(ai) A (o) T (i)

+ 05 () TCo) T ()] .
By using Eq. (8), Eq. (31) can be reduced to
c

R=D,[ACa) R () A" (ap)
i=1

3D

+ 05 () T (o) T ()]
C
= ACa) XL Ry (o) A" (ag)
i=1

C
+ DR (e T T (). (32)
=1
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Substituting Eq. (30) into Eq. (32), it can be
seen that

C
= D[ A Ca)Rs (o) A" (a0)
i—1
+ G%,(%)T(%)TH(OC,')]
:A(Olo)\Qs(Olo>AH(Olo>
C
+ D064 Ca) TCa) T ()
i=1

L 4C0) U (an) A" (a)+ Quy  (33)

w here

Q((X())*Zdlag k’ :17 "',K}

dlag{zpk, k — 19 . QK} (34)

= Zon(ai)T(a,-)TH(a,-). 35
i=1

From Eq. (8), the focusing matrix can also be
w ritten as
T (o) = ACag)| A" (o).
36)
Substituting Eq. (36) into Eq. (35), we have

C
\Qy, - A(O(()){ZG%,(OQ)[AH(OQ)A(QJ]i} AH(C(()).
i=1
€1))

AH(a,‘>A (a[)]il

After singular-value decom position, s becomes
M

Q,= 2 < (e, 38)
k=K+1
From Egs. (34) and (38) and according to the

deduction procedure in Ref. [ 9], the estimate accu-
racy can be obtajned

26, (ao)[

ZZP

R aZ(O(O’ m) ]71
D,
¢ o
+ o[e%,mo)\an;] : (39)
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3 Simulation results

" (ao, Om)

Cov{ ag, 0} = Qn(ao)

In this section, we present the simulation results
to demonstrate the effectiveness of our new algo-
rithm. More specifically, we will show that the pro-
posed algorithm can generate a higher resolution than
the single-cy cle estimator (SC-M USIC) and conven-
tional spatial spectrum estimation method (Focusing

MUSIC).

In the follow ing examples, a thirteen-element u-
niform linear array was used, with the smallest sensor
separation ¢/ 2o being used to avoid any ambiguity in
DOA estimation, where cis the wave speed and [ is
the center frequency with the value of 90 MHz of the
effective array manifold. The statistics of the DOA
estimates were calculated based on 500 independent
trials. The signal-to-noise ratio (SN R) was defined as
the ratio of the power of this source to that of the
background noise. The background noise is spatially
For SC-M USIC algo-

rithm, we evaluated the conjugate cyclic correlation

uncorrelated Gaussian noise.

to extract the signal of interest (binary phase-shift
keying: BPSK).

3.1 Signal selectivity test

The first example was designed to test the signal
selectivity of the triple-cycle SC-M USIC algorithm.
Three cycle frequencies were 1/ Te, 2/ Te and 3/ Te
where 1/ T¢ is the baud rate. The SOI was a BPSK
signal with half-cosine pulse shape, 18.75-MHz baud
rate ( 7.=0.053 #s), and 10-dB SNR. It arrived at
an angle of 10. Two interferences QPSK (quarter-
nany phase-shift keying) and BPSK arriving from
—10" and 13°, respectively, were also present. The
SNRs of QPSK and BPSK were 12dB and 15dB, and
the baud rates of them were 18.75 MHz and 25 MHz,
respectively. 4096 samples were collected at the rate
of 60 MHz for 68. 27 ts.

son, we assumed that the cycle frequencies of the sig-

For simplicity of compari-

nals of interest and the number of sources were

known. The DOA estimation result is shown in
Fig. 2.
1o
_‘J-.: QPSK )
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# (sor |
] ;
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Fig. 2. Result of the triple-cycle SC-MUSIC algorithm.

According to the simulation result in Fig. 2, the
triple-cycle SC-MUSIC_ algorithm . reveals two, peaks
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around 10" and —10°. Since the new algorithm ex-
ploited the cy clostationary property of the sources, for
the cycle frequencies (baud rate=18.75 MHz), the
interfering source (BPSK) with a different cycle fre-
quency (baud rate=25MHz) was rejected. Only the
sources (SOI and QPSK) with the same cycle fre-

quencies rem ained.
3.2 Revolution test

The results for triple-cycle SC-M USIC indicate
significant improvement in DOA estim ation, especial-
ly when SNR is low. For example, when SNR is
lower than 0dB. Fig. 3 shows that the theoretical es-
timation accuracy is really close to the simulation ac-
curacy especially when SNR is higher than 0, which
can prove the correctness of the statistical perfor-
mance of the new method.

B\ Y, —Cyle=2f
ol Vo Cyle=2£#1/T
3 Y = Cyele=2/4+1/T+2(T,
2 1LOR \
=0 %
2 N 3
208 ¥ L
% ‘\
= 06 5 ».
o . "
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0.2 h Ml
B T — 0 5 10
SNR (dB)

Fig. 3. Results of the single-cyck SG-M USIC, double-cycle SC-
MUSIC and triple-cycle SC-MUSIC algorithms. RMSE: mwot-
mearr square error; cycle= 2f;: the sngle-cycle SG-M USIC algo-
rithm at the cycle frequency 2f; cycle=2f,+ 1/ T,: the double-
cycle SG-M USIC algorithm at the cycle frequencies 1/ T, and 2f
cycle=2fo+ 1/ Tc+ 2/ T,: the triple cycle SC-MUSIC algorithm
at the cycle frequencies 1/ T, 2/ T and 2f; the dashed line; the
theoretical root-mean squared error; the dashed line with diamond:

the conventional focusing algorithm! 1%,

It can be seen from Fig. 3 that the double-cycle
SC-M USIC algorithm can produce almost the same
result as that of the triple-cycle SC-MUSIC. This is
because the cyclostationary properties of the BPSK
signal at cycle frequencies other than 2f0, 1/ Tc and
2fo =1/ T, are not distinct. As for the problem of

how to determine the number of the cycle frequen-
cies, it is related to the cy clostationary property of the
SOI. Ideally speaking, only when all the cycle fre-
quencies of the SOI are exploited can the multi-cycle
SC-M USIC algorithm perform the best. However, in
most cases, some main cycle frequencies are enough
for the multi-cycle SC-MUSIC algorithm to obtain
satisfactory performance.

4 Conclusions

A novel directionrof-arrival approach for wide-
band cyclostationary signals in this paper has been
proposed by exploiting the cyclostationary property at
multiple cycle frequencies. Simulation results have
demonstrated the effectiveness and superiority of the
given methods compared with the existing DOA esti-
mation algorithms.
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